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ABSTRACT
Large language models have revolutionized the way we interact
with the world around us, yet their relative nascency suggests its
transformative potential on society is still underexplored. Applica-
tions built on these models have excelled at summarizing articles,
engaging in realistic conversations, and writing creative stories.
However, there remain open questions in how we can design tools
that effectively leverage these models to support complex, cognitive
demanding, and factual writing processes. In this position paper, we
consider emergent paradigms in human-AI collaborative writing
and their implications on future academic writing assistants.

1 INTRODUCTION
General-purpose generative models, and large language models
(LLMs) in particular, have seen a prominent rise to fame, bothwithin
the academic research community and throughout mainstream
media. These models have been harnessed countless applications,
including some for addressing information overload and traversing
the vast amounts of stored knowledge within the scientific litera-
ture. One infamous example is Galactica [29], an inaugural attempt
at training large language models to learn, reason with, and gen-
erate scientific text. While Galactica’s shortcomings were quickly
revealed—from its tendency to generate authoritative-sounding yet
inaccurate scientific text, to its suggestion of text marred by bias
and toxicity [10]—the model also demonstrated state-of-the-art per-
formance across many scientific and general-purpose benchmarks
for question-answering and reasoning tasks. Against a backdrop
of ethical concerns, but intrigued by the potential new interface
into scientific knowledge, researchers have begun to wonder how
these LLMs, and the applications they empower, could be developed
responsibly to further science while reducing potential harms to
the scientific community and society at large. In contrast to more
cynical perspectives on the impending destabilization of established
societal constructs at the hands of these language models, we con-
sider how they may coexist with knowledge workers—with a focus
on academic researchers in particular—complementing rather than
replacing existing creative and problem-solving abilities.

2 LLM-POWEREDWRITING ASSISTANTS
2.1 Interaction Paradigms of Writing Assistants
The application of large language models to the writing domain
has garnered widespread attention through mainstream consumer
applications such as Grammarly’s writing assistant and Google’s
Smart Compose [7] and Smart Reply [20] features. Within the aca-
demic literature, researchers have developed LLM-powered writing

assistants to study collaborative writing within domains such as
creative fiction [3, 15, 28, 32], correspondence [16, 21], screenwrit-
ing [24], and scientific writing [14]. We first identify five human-AI
collaboration paradigms of writing assistants in creative writing.

P1. Ideation.Writing assistants may suggest creative directions
for the text, particularly at the beginning of the writing
process.Writers can also steer the ideation process by seeding
the LLMs with specific prompts.

P2. Continuation. Writing assistants may build upon existing
text, adding to the beginning, end, or middle of passages.

P3. Elaboration.Writing assistants may provide more details
about a span of text specified by a writer. Similar to the
ideation paradigm, elaboration could offer writers creative
support, assisting in brainstorming, world building, or char-
acter development.

P4. Rewriting.Writing assistants may rewrite text by suggest-
ing alternatives for a selected span of text (i.e., infilling), or
suggest alternatives that better reflect a desired property
such as clarity, conciseness, or tone (i.e. style transfer).

P5. Questioning. Writing assistants may generate questions
about existing text, prompting writers to clarify or elaborate.
Rather than continuing or infilling text, this form of ques-
tioning may help writers in reflecting upon and revising the
text.

These co-writing paradigms also suggest natural interaction and
interface design patterns. Available actions are often abstracted into
lightweight affordances (e.g., buttons) within a writing assistant,
and user requests are translated into pre-optimized prompts for the
underlying LLM. In each paradigm, writing assistants can suggest
multiple alternatives for writers, who in turn select aspects of the
suggestions to incorporate into their own writing, iterate upon, or
ignore. Some systems offer greater flexibility by allowing writers
to interact with the LLMs directly via custom prompting.

2.2 Limitations of Writing Assistants
Studies observing writers collaborating with LLM-infused writing
assistants have also revealed several limitations [8, 14, 15, 18, 24, 28,
31, 32]. Though emerging from studies largely involving creative
writing, these limitations may also concern academic writing.

Hallucination. The tendency for large language models to hal-
lucinate, or generate factually inaccurate text, is not a new problem.
In many cases, the generated text is further conveyed in authorita-
tive or confident tone. Hallucinated content that is subtly inaccurate
may not only be dangerous for novices, but also underwhelming for
experienced writers in more technical domains who expect these



assistants to generate semantically meaningful text but receive
instead a mimicry of the writing form.

Inconsistent content and style. Current writing assistants
have limited working memory and generated text may often appear
to lack contextual awareness. Though assistants can offer multiple
fluent, well-written continuations of a passage, the suggestions
may be inconsistent with the existing content. They may also be
ignorant of style, failing to offer suggestions that reflect aspects of
the text such as voice, word choice, tone, or tense.

Repetition. Writing assistants can descend into repetition, par-
ticularly in prompted scenarios less represented in the model’s
training data. The generated text may also suggest biased narratives,
rehashed tropes, or clichés, evidencing the models’ susceptibility
to inconsistency and lack of nuanced understanding.

Mediocrity. Under the guise of creativity, writing assistants
can require writers to wade through dozens of similar suggestions
before finding a “good” one [18]. Equipped with these writing
assistants, writers may still struggle to efficiently pick through
mediocre, let alone repetitive and biased, suggestions.

Ethical concerns. Writers may be concerned with the origin of
the generated text, for instance how biases or misrepresentations
encoded within the training data could be reflected in the model’s
output. Issues with plagiarism could also arise; for instance, writers
might become concerned regarding ownership of the co-created
writing given the inclusion of model generated text into their own
writing, and whether the generated text itself plagiarizes from its
learned sources.

3 SUPPORTING ACADEMICWRITING
Since writing assistants have mostly been studied in the context
of leisure writing, we are interested in understanding the oppor-
tunities and challenges in applying these assistants to academic
writing, a more constrained and knowledge-driven task. How do
the previously described interactions and limitations manifest for
academic writing, and what are the implications on the design of
future academic writing assistants? Moreover, beyond writing it-
self, how can these writing assistants support other challenging
or tedious aspects of conducting research? As a starting point, we
present an overview of five stages in the research process, envision-
ing how future intelligent writing assistants, empowered by LLMs,
may support researchers in each stage.

Ideation. Academic writing provides a medium for documenta-
tion and communication of scientific knowledge. Before writing,
researchers first accrue knowledge by identifying and executing
upon a research idea. The ideation process can be challenging how-
ever, since researchers are required to identify an unsolved and
relevant problem, justify why such a problem significant enough to
solve, and determine feasibility given the available methods. Few
intelligent tools have been successfully supported researchers with
ideation, and it is unlikely current LLMs will change this status quo.
Unlike in creative writing where absurdist tendencies of LLMs can
be useful, the same creativity for academic writing ideation may
generate nonsensical ideas agnostic to significance or feasibility.
That said, throughout their training, these models may have learned
to identify and then generate what it deems as the more significant,
interesting, or unsolved research trends. And while many of the

suggestions will be trite or nonsensical, researchers may still find
utility in riffing off ideas from their newfound collaborator.

Engaging with the literature. Academic writing requires re-
searchers to position their work within a continually expanding
body of prior work. Some intelligent tools have recently been de-
veloped to assist in the navigation and consumption of academic
literature (e.g., [1, 11, 12, 17, 19, 22]). With the addition of LLMs,
assistants will not only assist in writing, but also the retrieval, com-
prehension, and synthesis of relevant papers. Designing question
answering systems over single papers and even large corpora of
documents is now more tractable and effective with recent LLMs
than ever before, empowering research assistants such as Schol-
arcy1, Elicit2, and Scite3. Moreover, the vastly improved informa-
tion retrieval and summarization capabilities of LLMs facilitate
need-driven exploration and sensemaking over the academic liter-
ature, enabling researchers to focus more on creative tasks such
as research ideation and clearly communicating their novel ideas
through writing.

Writing. Most of the collaboration paradigms identified for
creative writing map closely to academic writing. For instance,
assistants can help writers continue upon their existing text, elab-
orate upon a topic sentence, or suggest alternative phrasings of a
sentence. Researchers could also instead sketch an outline of their
paper in informal, high-level claims, with the assistant generating
detailed prose around the outline and researchers verifying the
generated content. On the other hand, the assistant could generate
an outline for a paper, with the researcher filling in details around
the provided structure. These workflows resemble how developers
use generative models such as Github Copilot [6] to translate natu-
ral language comments of code functionality into suggested code
implementations. Studies on user interactions with these models
(e.g., [2, 25, 30]) could help inform the design of future academic
writing assistants. Transferable insights might include how users
prefer to communicate intent with their task-based assistants, or
how affordances should be provided to support validation and re-
covery from errors in the generated content.

One key challenge lies in developing writing assistants that
can emphasize factuality and consistency, or otherwise provide
affordances to facilitate researcher oversight of the generated con-
tent. Models far less sophisticated than current LLMs have previ-
ously shown that they can generate full conference papers that
appear scientific, yet the generations are not actually factual, verifi-
able, or scientific. Efforts to understand and mitigate hallucination
of LLMs are well underway within the NLP community, though
the insights have yet to be adopted and evaluated within human-
centered applications. Future academic writing assistants may re-
semble evidentiary QA systems (e.g., WebGPT [26], Perplexity AI4,
GopherCite [23]), designed to incorporate external knowledge and
cite relevant sources within their generated text.

Revision. Like those for creative writing, academic writing as-
sistants can assist researchers through revision. These models are
more than capable of emulating human copywriters, suggesting

1https://www.scholarcy.com/
2https://elicit.org/
3https://scite.ai/
4https://www.perplexity.ai/
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grammatical fixes, rephrasing text, rewriting passages for clarity, en-
suring consistency of jargon, verifying logical soundness, checking
for controversial or biased statements [27], identifying additional
supporting references [4], and more. We imagine most researchers
will retain agency throughout the revision process, with writing
assistants playing the role of an eager copy-writing assistant, or per-
haps a critical reviewer suggesting direct revisions and questioning
the researcher to elaborate or clarify further.

Disseminating knowledge. In addition to helping write papers,
writing assistants can support more efficient creation of accompa-
nying knowledge artifacts, such as presentations [13], text sum-
maries [5, 9], online blogs, or social media threads [14]. While some
systems have been explored previously to automate the creation of
such artifacts, the general-purpose capacities of LLMs to organize,
summarize, and simplify scientific text will improve the utility of
these artifact generation tools. By facilitating the communication of
knowledge, these assistants can further the impact and accessibility
of novel academic research.

4 CLOSING THOUGHTS
Reflecting on current LLM-powered creative writing assistants, we
see opportunities in HCI and NLP research to improve the design
of future academic writing assistants. Open challenges remain in
ensuring factuality and providing provenance for text generated
by LLMs, and designing tools that effectively harness the strengths
of LLMs to augment researchers’ existing capabilities. We argue
that while these writing assistants may help scaffold or automate
rote aspects of academic writing, they are inadequate without their
co-creators. In this paper, we identified design paradigms and lim-
itations of academic writing assistants in the hopes of fostering
insightful discussion about the envisioned opportunities and chal-
lenges of leveraging such tools, for instance throughout the five
stages of the research process. Researchers are necessary for navi-
gating the complex landscape of academic research, and now more
than ever, are responsible for designing the future in which these
models will support, and not displace, researchers.
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